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Mining finds structures that are used by methods in upper layers
from big, shallow meaning, sparse, noisy, and ill-granularity data

Mining & other Methodologies on BigData
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ex.) trajectory: sequence of points  à sequence of few places

ex.) data points:
data objects  à
local groups of similar objects
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• Existing methods design “particle-like structures” independently
• Mining is not directed to good utilities of the methods 
• Data particlization serves as the basis for the data analysis tasks 

The Data Particlization Approach
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Machine Learning without Abstract
• Partition the data into two areas, including more reds, and not
• Even though attains high accuracy, the solution is 
“hard to understand” the mechanism



With Particles
Easier to get some meanings, or inspires
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Why not Clustering?

Clustering finds (global) ”classes”, but particles are ”structures”
… so, has many problems 

huge small solutions, unbalanced sizes, skewed granularity

小型機が着陸失敗、日本人女性… (airplane accident)
東京株、午前終値は152円高 8カ月ぶり9… (stock market)
オセロ松嶋が体調不良、笑福亭鶴瓶の… (entertainment)
トヨタの前３月期、豊田社長ら首脳３氏が報酬… (economy)
タケノコ採り４人無事秋田・仙北で一時不明 (accident)

…
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Why bad? ... because, the boundaries of the 
structures are not clear

The analogy: making the picture visually clearer 
sharpening edges, erasing noise, removing 
shadows, …    and rearranging objects 

At the same time, the accuracy in recognizing, 
classifying, and segmenting of the objects
in the picture can be increased

Basic Idea : Clarify Structures
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A Proposed Method: Data Polishing
Reveal hidden structures by modifying the data based on feasible hypotheses 

so that
• parts of the data are modified in such a way that any solution and 
structure would not be lost
• ambiguities are resolved, similar solutions are unified, and the 
number of solutions is reduced
• the quality of the data analysis will not be deteriorated

Graph clustering Segmentation Pattern mining



Preliminary Study for Graph Clustering

Companies and their business relations 

the scale original polished
#nodes 3,282 3,282
#edges 35,168 73,132
density 3.3‰ 6.8‰
#cliques 32,953 343

polishing Newman graph cut
noise 10% 100.00% 68.74% 76.10%
noise 40% 99.69% 7.91% 77.03%

Prediction accuracy:
accuracy on customer attribute
prediction by clustering methods

Noise robustness:
discovery rates of clusters (particles) 
by clustering methods

clique Newman graph cut
original 60.60% 59.70% 60.03%
particle 71.36% 62.76% 67.78%

+ acceptance ratio for dating proposal in marriage support : 13% à 29%
+ target size (users to show ads) without loss on internet advertisement :   à 1/10
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